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Abstract

In recent years, condgderable and serious efforts have
been made toward the development of computer aided
diagnosis (CAD) systens in diagnogtic radiology. The
CAD inradiology is a diagnosis made by a dinician (ra-
diologist) who uses the output from a computerized analy-
sis of medical images as a second opinion. In this paper,
we describe two CAD systems using artificial neural net-
works (ANNs). The fird sysem is an application to the
segmentation of liver region in computed tomographic
images for 3D visualization. The second sysemis an ap-
plication to classfication of cardiac disease. Results show
that the presented systems using the ANNSs give consid-
erably satisfactory detection and classfication perform:
ance.

1. Introduction

Techndogicd advances and chdlenges of providing
hedth care to a greater number of people more efficiently
than ever before are driving revolutionary change. Medi-
cal imaging, patern recognition and soft computing tech-
ndogies are the magjor tools for redizing this task. Re-
cently, consderable and serious efforts have been made
toward the development of computer aided diagnosis
(CAD) systemsin diagnogtic radiology. The CAD in radi-
ology isa diagnoss made by a dinician (radiologist) who
uses the output from a computerized andysis of medica
images as a second opinion [1]. The god of the develop-
ment of these systems is to asig radiologigs in
interpreting radiographic images and findings. The basic
concept of CAD isapplicableto dl imaging modditiesin
radiology, such as conventiond radiography, digita
radiography, fluoroscopy, digitd subtraction angiography,

fluoroscopy, digita subtraction angiography, ultrasound
imaging, magnetic resonance imaging, and nuclear medi-
cine. For the development of a practicd CAD scheme to
be implemented clinicaly, it is necessary to apply new
computer-andyss technologies and  image-processng
methods. Various computer-anadysis approaches for ex-
ample, atificia neurd networks (ANNS), genetic algo-
rithms (GAs) and artificdd intdligence, have been used in
medical sysems.

ANNSs have been devel oped for a wide variety of com-
putationd problemsin cognition, pattern recognition, and
decision making. So far, ANNSs have been usad for diag-
nos's, dassfication and prediction tasks In this paper, we
describe two CAD systemsusing ANNs. Thefirg sysem
is an goplication to the segmentation of liver region in
computed tomographic (CT) images for 3D visudlization
[2]. The segmentation method employs a threelayered
ANN. Before the ANN segmentation, preprocessing is
implemented to locally enhance the contrast of the region
of interes. Postprocessng is dso automaticaly applied
after ANN segmentation in order to remove the unwanted
spats and to smooth the detected contours. The second
system isan gpplication to dassfication of cardiac disease
[3]. In this application, weighting coefficients of the
ANNs were determined through back-propagation (BP)-
and GA-learning. Comparison of the two training meth-
ods is made in terms of dassification rate, learning algo-
rithm, and reliability.

2. Segmentation of Liver Contours from CT
I mages

Accurae ssgmentation of liver dructure from an ab-



domind image is one of the most important sepsin 3D
visudization for liver volume measurement, liver trans
plant, and treatment planning. The main god of this work
isto propose an dternative segmentation method for liver
structure extraction from abdomind CT images The pro-
posed method is conddered useful, when an “expected
liver donor” is the subject of invedtigaion. This
ANN-based approach isto classfy each pixel on animage
into one of three categories “boundary”, “liver region”,
and “non-liver region’. The BP dgorithm is used for
learning, and the learning data sets are selected from any
one of a given st of images by cregting gray-level higo-
grams for the three categories. The higograms are consd-
ered as the respective feature vdues For postprocessing,
anatomic knowledge about liver location and area in the
abdomen cross section are used.
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Fig.1 Howchart of the proposed method.

Figure 1 shows the flowchart of the proposed method.
Before ANN segmentation, preprocessing was employed
to localy enhance the contragt of the region of interet.
Square-of-logarithm filtering was used for preprocessng
to enhance the image contrast of low-gray-level spots.
Subsequently, an image was randomly sdected from the
given st of CT imagesby a user (aradiologicd expert). A
total of 40, 75, and 85 training data representing liver re-
gion, boundary, and non-liver region, respectively, were
collected from this sdected image The use of different
amounts of learning data sets was due to the different de-
grees of difficulty for convergence during learning process.
The ANN was trained by adjusting the weights within the
network according to the back propagation rule The ad-
justments were made in response to repeated presentation
of the training data. In this work the ANN was trained

with 5,000 learning iterations. After ANN segmentation,
postprocessing was employed. Postprocessing indudes
the folowing geps (1) remova of unwanted spots (2)
removal of isolated regions, (3) Lapladan filtering, (4) di-
laion and eroson filtering, and (5) boundary smoothing
using B-spline fundion. In the fird two steps, anatomic
knowledge about the location and area of the liver was
used. Namdly, the location of theliver is on theleft Sde of
the abdomind CT image, and the area of theliver in any
dice image is less than 200 pixds. The processng was
automatically conducted. The Laplacian filtering was ap-
plied to obtain the liver boundary. The remaining steps
were used to smooth the detected liver boundary.
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Fig. 2 Schemaic diagram of our boundary detection method
using aneural network.

Figure 2 illudrates the schemaic diagram of the dass-
fication scheme. A gray-level histogram of 7x7 pixdswas



constructed and regarded as the feeture va ues of the pixd
centering a the region. The gray leve of the hisogram
was divided into 16 units corresponding to the 16 gray
leves of the higogram, while the number of output units
ae 3 correponding to boundary, liver region, and
non-liver region categories. The number of units in the
hidden layer was 10, which was the optima number in
our experiments. Based on the described method, the in-
put data set was classfied into one of the three categories
The pixd valueisassigned “1" (white) if ANN output is
boundary or liver region, atherwise “0" (black). Asare
sult, abinary image of the liver was obtained.

3. Clasdfication of Myocardial Heart Disease

The use of ultrasonic heart (echocardiographic) images
has been an important non-invasive meansin dinica car-
diology. The diagnoss of heart functions using echocar-
diography is comparable common among various diag-
nogic methods However, since the discrimination of
normal and abnormal cases largely depends on diagnodti-
clan's subjective point of view and higher experience, the
criteria of diagnods are indeterminate If a computerized
method, which can provide a second opinion for the di-
agnogtidan, is deveoped, then this subjectivity can bere-
duced and in turn the accuracy in diagnosisis expected to
increase. In this work, we describe an ANN scheme for
disrimination of three sets of echocardiographic images
namely, normd heart, dilated cardiomyopathy (DCM),
and hypertrophic cardiomyopathy (HCM).
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Fig. 3 Block diagram of classification scheme.

Generation of Gary-Level ]

The ANN employed in this sudy was a 4-4-3
threelayer network. Weighting coefficients of the ANN
used in this sudy were determined through BP- and
GA-training. Fgure 3 shows the procedure to classfy
echocardiogram. The echocardiograms used in this study
were captured from a Toshiba SSH-160A device with a
25MHz (central frequency) transducer. The frame rate
and scanned mode were 30-frames/sec and sector phased
array, repectively. A logarithmic amplifier for video dir-
cuit was o used. The data sat induded 90 echocardio-
grams obtained from 45 subjects (2 sample images per
subject: an end-systole image and an end-diastole image),
with a mixture of norma hearts (23 cases), DCM (12
caes), and HCM (10 cases). The images were diagnosed
in advance by an experienced physician. Each image was
digitized by an image scanner @ the resolution of 256X
256 pixds. Since the origind echocardiograms have 64
gray levels, the scanned images were quantized to the
samegray levels,

Fig4 Imagedaa (a) end-systale, (b) end-diastole and (c)
composite images.

In our previous study [4] we nated that the use of com-



posite images could provide higher recognition rate as
compared to that of individud images a end systle and
end diadole Therefore, in this study we used composite
images C(x,y) that are obtained asfollows:

Clx.y)=mex{f(x.y),9(x.y)] (1)

where f(x)y) and g(xy) refer to end-systole and
end-diagtole images, respectively. Figure 4 shows an ex-
ample of image data used in the present study. We gener-
ated a gray-level co-occurrence marix from each of the
compositeimages Thegray-level co-occurrence marix is
amatrix usad to expressthe corrdation of spatid location
and gray-leve digtribution of an image From it, thelocd
varidion of gray levels on an image can be datidicaly
investigated and in turn, enable us to know the manner of
change in gray leve as a whae Fom the generated
gray-level co-occurrence matrix, 4 features, namely, the
angular second moment, contrast, corrdation and entropy,
were computed. It is ill nat very clear for thetime being
that these features concretdy describe wha kinds of
physical propeties of the image. However in the sense
that different tissues and different qudity of images pro-
vide different festure values, these satidtical values can be
used to present texture features of echocardiograms.

4. Resultsand Discussion

In Fig. 5, an exampleis given to illugtrate how the seg-
mentation scheme works. Figure 5(@) shows an origind
abdominal image Fgure 5(b) shows the preprocessed
image. Fgure 5(c) shows the binary image obtained by
the ANN. In Fig. 5(d) and (€) the unwanted spots and the
isolated regions are removed, regectively. Figure 5(f)
shows the liver boundary obtained by applying Laplacian
filtering. Figures 5(g) and (h) were obtained in sequence
by applying dilation and eroson filtering and B-spline
function, respectively. All of the post-processing seps can
be executed automatically usng “batch file’ processing.

Figure6illugtratesa CT image with superimposed liver
contour after smoothing. The computer-determined
boundary wel corresponds with the visudly determined
edges of theliver. An image obtained by a conventiondly
used gray-level threshalding method isshown in Fig. 7 for
comparison purpose. It is apparent from Figs 6 and 7 that
our method is superior to the gray-level threshading op-
erdion. The computer-determined liver boundaries were

also compared in terms of area with those drawn by two
highly trained surgeons The results show that the pro-
posad method provides acceptable accuracy and is clini-
cally applicable.

Fig. 5 (& Anaigind CT image (b) The preprocessed image.
(¢) The binary image obtained by the neurd network. (d) The
image after removing the unwanted part. (€) The image after re-
moving theisolaed regions. (f) Theliver boundary after applying
Laplacian filter. (g) The boundary after gpplication of a dilaion
and eroson filter. (h) The boundary after subsequent smocthing
with aB-gpline function.

Fig6 A CT image with superimposed liver contour after
smooathing. The contour is shown in white,



Fig.7 Binary image obtained with the gray-level thresholding
method.

In the case of classfication of myocardia heart diseases
The ANNSs were trained by BP- and GA-method. After
training, the following two cases were dassfied by the
ANNs.

Case 1. Condder the DCM and the HCM as an abnorma
group, therefore two categories, i.e, noomd and
abnormal categoriesare classified (in this study we
call it 2-value output).

Case 2: Three categories, i.e, noomd, DCM, and HCM
are dassified (in this sudy we cdl it 3-vdue
output).

The dassfication results for various angles of
gray-level co-occurrencefor the 2 cases using the BP- and
GA-based methods are presented in Table 1. It is noted
from the table that the two methods are comparable for
cae 1, but GA-based method is superior to the BP-based
method in terms of classification rate for case 2.

Table 1 Clasdfication ratesfor BP- and GA-based ANNS.

angle 0° 45 90° 135°
BPbased Casel O7.8 978 978 078
[%] Case2 823 867 844 80
GA-based Casel 078 978 100 97.8
[%] Case2 844 889 867 844

The merits of the GA-based training method are as fal-
lows.
(1) Thedetermination of weighting coefficients usng the
BP needs complicated operation. On the contragt, the
GA technique only needs to compute the fitness,
(2) The convergence of the GA-based training is more

stable and faster than that of the BP- based training.

In condusion, we have presented two CAD systems
using the ANN. The first system is an application to the
segmentation of liver region in CT images for 3D visudi-
zation. Our results show that the proposed method has
potential utility in automatic segmentation of liver sruc-
ture and other organs in the human body. The second sys-
tem is an application to dassfication of cardiac diseese
The prdiminary results show the superiority of GA in
ANN training in terms of dasdfication rate and learning
algorithms,
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